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Find all reachable squares on an $n \times n$ grid that can be reached starting from the corner while alternating between knight moves of type $(a, b)$ and $(c, d)$.
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## Solution

- Create two copies of the grid, one for "the last move was of type $(a, b)$ " and one for "the last move was of type ( $c, d$ ).
- Starting from the two top left corners, run BFS or DFS to find the reachable states. After each move, transfer over to the other grid.
- Count all cells that are reachable in at least one of the grids.
- Total time: $\mathcal{O}\left(n^{2}\right)$.
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## Problem

Given your availability for every hour in a week, pick at least $1 \leq d \leq 7$ days in the first poll and at least $1 \leq h \leq 24$ hours in the second poll to get the highest probability that you will be available.

Fun fact: based on a true story, while the jury was planning their first meeting!
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To avoid having to check all combinations, only check all combinations of $d$ days.
For every combination of $d$ days:
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- Multiply by $* m$, the person on chair $i$ moves to $i \cdot m$, where the person walking the least gets it.
- On ?q, print who sits on chair $q$.
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## Solution

Be lazy! Initialize $p[i]=i$, the person on chair $i$.

- Instead of rotating by $+r$, increment the total rotation $R$. $p[i]$ is now at $i+R$, so query $p[q-R]$.
- For collision-free multiplications: store total multiplication $M$, so $p[i]$ is now at $M \cdot i+R$. When multiplying by $m$, update $M \leftarrow m \cdot M$ and $R \leftarrow m \cdot R$. Query $p\left[(q-R) \cdot M^{-1}\right]$.
- Collisions occur when $\operatorname{gcd}(m, k)>1$ ( $k=$ \#leftover people). Simulate these fully, set $k \leftarrow k / \operatorname{gcd}(m, k)$, and reset $R$ and $M$.
- Be careful about queries to empty chairs.
- Each collision at least halves $k$, so at most $\lg n$ collisions.
- Runtime: $\mathcal{O}(n \log n)$.
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There are $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$, initially set to 2023. You are given $m$ queries that either assigns $x_{i}$ to $x_{i}^{x_{j}}$, or asks you to compare $x_{i}$ and $x_{j}$.
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- Consider these numbers in base 2023. Each operation, one of the digits will increase by one. But no carry will ever happen since there are fewer than 2023 operations.
- When a variable gets updated, it is much easier to create a new variable $y^{\prime}=y_{i}+2023^{y_{j}}$.
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## Solution

- Keep all variables ordered by size at all times. Answering queries becomes easy. But how to maintain the order?
- For every variable $y$, let $d(y)$ be a list containing the positions of its non-zero digits (in base 2023). These positions will be other variables, that we know the order of. Two variables can be compared by lexicographically comparing their lists.
- When a new variable $y^{\prime}=y_{i}+2023^{y_{j}}$ is created, let $d\left(y^{\prime}\right)=d\left(y_{i}\right) \cup\left\{y_{j}\right\}$. Insert this new variable $y^{\prime}$ into the ordering.
- To keep track of the order of variables, a trie or a sorted list can be used. This can be done in $\mathcal{O}\left(n^{2}\right)$ or $\mathcal{O}\left(n^{2} \log (n)\right)$.
- Challenge: Can you solve the problem faster than quadratic time?

Statistics: 74 submissions, 5 accepted, 38 unknown

## G: Galaxy Quest

Problem Author: Mike de Vries

## Problem

You are given a graph consisting of line segments in 3D space. You travel on a ship with constant acceleration and constant fuel consumption for the time spent accelerating. You need to come to a standstill at each vertex. Given a target location and a time limit, find the minimum amount of fuel needed to get there. You need to answer multiple queries, all from the same starting location.
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- Suppose the $i$ th segment is $d_{i}$ metres long and we accelerate/decelerate for $x_{i}$ seconds along it.
- Then it takes $x_{i}+\frac{d_{i}}{x_{i}}$ seconds to traverse the $i$ th segment.
- New problem: minimize $\sum 2 x_{i}$ subject to $\sum x_{i}+\frac{d_{i}}{x_{i}} \leq t$.
- Key insight: optimum is reached when $x_{i}=c \cdot \sqrt{d_{i}}$ for some constant $c$.
- We can compute $c$ by solving $c+\frac{1}{c}=t / \sum \sqrt{d_{i}}$. When the RHS is $<2$, no solution exists.
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## Solution

- To keep the time limit and save fuel, find a path that minimizes $\sum \sqrt{d_{i}}$.
- Use Dijkstra's algorithm for this, where edges have length $\sqrt{d_{i}}$.
- The starting location is fixed, so queries can be answered in constant time.

Statistics: 12 submissions, 1 accepted, 9 unknown

## B: Brickwork

Problem Author: Michael Zündorf

## Problem

Given $n$ types of bricks $b_{1}, \ldots, b_{n}$, can you build a wall of width $w$ where no two gaps appear above each other?
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## Solution

This is known as the coin change problem and can be solved like this:

- $\mathcal{O}\left(\frac{w^{2}}{64}\right)$ with $\mathrm{dp}+$ bitsets
- $\mathcal{O}\left(w \log (w)^{2}\right)$ with fft (faster is possible)
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## Subtask

Can at least one row be built?

## Solution

This is known as the coin change problem and can be solved like this:

- $\mathcal{O}\left(\frac{w^{2}}{64}\right)$ with $\mathrm{dp}+$ bitsets
- $\mathcal{O}\left(w \log (w)^{2}\right)$ with $\mathrm{fft} \quad$ (faster is possible)
- Bitsets are much faster
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$\square$
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- there are as few $b_{x}$ as possible (still at least one)
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- Trivial: $w \in\left\{b_{1}, \ldots, b_{n}\right\}$
- There exist two bricks that both can be part of a solution
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## Conclusion

The solution exists in two cases:

- Trivial: $w \in\left\{b_{1}, \ldots, b_{n}\right\}$
- There exist two bricks that both can be part of a solution

Statistics: 14 submissions, 0 accepted, 11 unknown

Problem Author: Michael Zündorf

## Problem

Given $2 n$ points, is there a point that occurs an odd number of times?

Problem Author: Michael Zündorf

## Problem

Given $2 n$ points, is there a point that occurs an odd number of times?

## Solutions

- Sort the points, check whether point $2 i-1$ equals point $2 i$ in $\mathcal{O}(n \log n)$
- XOR hashes of all points in $\mathcal{O}(n)$
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Given $n \leq 1000$ line segments that partition the plane in small regions. Are there two regions the same distance from the ocean?
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## Problem

Given $n \leq 1000$ line segments that partition the plane in small regions. Are there two regions the same distance from the ocean?

## Geometry solution

Find all intersections and construct the dual graph on faces:
Costs $\mathcal{O}\left(n^{2} \log n\right)$ and your sanity ( 256 lines of $C++$ ).
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## Problem

Given $n \leq 1000$ line segments that partition the plane in small regions. Are there two regions the same distance from the ocean?

## Intended solution

- The answer is no iff all pairs of adjacent faces have opposite values.
- I.e.: the dual graph must be bipartite.
- That's true iff in each intersection point an even number of lines meet.
- Solution: check if each segment endpoint appears an even number of times in the input.


Statistics: 25 submissions, 0 accepted, 21 unknown
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## Random facts

## Jury work

- 723 commits (including test session) (last year: 720)
- 1148 secret test cases (last year: 1424) ( $95 \frac{2}{3}$ per problem!)
- 284 jury solutions (last year: 239)
- The minimum number of lines the jury needed to solve all problems is ${ }^{1}$

$$
18+83+41+3+43+23+32+21+1+29+17+5=316
$$

On average 26.3 lines per problem, up from 13.6 last year
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## Our final commits

## [galaxyquest] ok one more

Ragnar Groot Koerkamp authored 16 hours ago
[galaxyquest] FINAL CASES TO BREAK QUADRATIC DIJKSTRA
Ragnar Groot Koerkamp authored 16 hours ago
[galaxyquest] don't look at this commit
Mees de Vries authored 18 hours ago
(*) b82e64f2 回
(v) de41502d b

- c721987d 虎


[^0]:    ${ }^{1}$ But last year, we did more code golfing

